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My research goal is to develop and responsibly deploy generative AI for music and creativity,
thereby unlocking and augmenting human creative potential. Generative AI is poised to usher in
a new paradigm of creative expression, one that both dramatically lowers the barrier to entry for creative
pursuits while simultaneously presenting new avenues for artistic exploration. My work centers around
music as a case study for generative AI and creativity, and involves (1) improving machine learning (ML)
methods for controllable generative AI for music, audio, and other sequential data, and (2) deploying real-
world interactive systems that allow a broader audience—inclusive of non-musicians—to harness generative
music AI through intuitive controls.

With a broader set of users in mind, a theme of my work is bridging the expertise divide in music.
Regardless of our musical training, we all have profound musical intuition—evident in our ability to dance
in time to live music, or to hum the melody of our favorite song. Some of us may also desire to exercise
this intuition by creating music. But conventional tools for musical expression (e.g., instruments, notation,
software) require years of training, forming an expertise divide that segregates users into musicians and
non-musicians, and prevents the latter from realizing their creative ambitions. Using ML, we can bridge
this divide by learning to translate high-level control inputs into low-level notes, sacrificing the fine-grained
control that musicians enjoy but dramatically increasing the accessibility of musical expression. As a concrete
example, a system I built called Piano Genie [1] uses novel ML methods to convert high-level control from
novices into realistic piano improvisations,1 and has been used by a professional rock band to blur the lines
between the audience and the performers (Figure 1).

Another theme of my work is enabling richer forms of control for generative AI. Natural language is
increasingly regarded as a universal interface for generative AI, and there has been a corresponding explosion
of recent interest in training models that convert text into music [2, 3, 4, 5]. For music generation, language
is convenient for controlling global style (e.g., genre, instruments), but musicians and non-musicians alike
would benefit from the addition of richer forms of control over time-varying attributes (e.g., notes, rhythms).
For example, I recently proposed a system called SingSong [6] that generates audio accompaniments for input
singing, allowing creators to use their voice as a form of control for music generation. SingSong was recently
incorporated into Google’s Music AI Tools and is being responsibly deployed to professional musicians for
use in co-creation settings.2 With a goal of better supporting realistic co-creation workflows both for music
and language, I have separately proposed novel ML methods that enable large language models (LLMs) to
fill in the blanks of creative works-in-progress [7]. This work has had broad impact on generative AI—a
recent paper from OpenAI recommends training all LLMs with my proposed method by default [8].

While generative AI promises extraordinary creative potential for music, realizing this potential requires
both new ML methodology and broad interdisciplinary perspectives. One domain-specific ML challenge is
that music audio sequences are so high-dimensional that they cannot be tractably processed by standard
sequence models like Transformers [9]. Modeling audio thus demands new methods: my work was the
first to show that adversarial learning can be used to generate audio [10], a finding that underpins the
audio tokenizers [11, 12] found in modern audio LLMs [13, 5]. Another challenge lies in understanding
the multimodal nature of music—my work demonstrates that music foundation models [14] can help us
model the relationship between music in its acoustic and symbolic forms [15, 16]. Moreover, while my
past work centered around the development of generative music AI, my current and future work is shifting
towards a more holistic view including its responsible deployment, which will involve coordination with
diverse stakeholders including musicians, legal experts, and social scientists.

1 Improving machine learning methods for controllable generative AI

My work makes core contributions to ML methodology necessary to enable broadly capable and controllable
generative AI for music, audio, and other sequential data like language. Of particular note are my contribu-

1Piano Genie example: https://youtu.be/YRb0XAnUpIk, demo: https://chrisdonahue.com/piano-genie
2Google’s Music AI Tools: https://deepmind.google/discover/blog/transforming-the-future-of-music-creation
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https://chrisdonahue.com/piano-genie
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tions towards (1) methods for audio generation, (2) methods allowing LLMs to better support co-creation
for language and music, and (3) the harnessing of foundation models for music understanding and control.

New ML methods for audio generation. My research has played a pivotal role in the development
of modern ML methods for audio generation. The potential impact of audio generation extends far be-
yond music, encompassing areas such as speech synthesis and sound design. However, audio waveforms
have proven to be empirically difficult to model with standard ML approaches. One challenge is that wave-
forms are extraordinarily high-dimensional: a single second of audio contains tens of thousands of individual
audio samples. While Transformers [9] are broadly capable of modeling sequential data, their computa-
tional costs scale quadratically with sequence length, making them intractable for waveform modeling and
exposing an Achilles’ heel for ML methods. My work was the first to show that generative adversarial net-
works (GANs) [17] can be used to generate audio waveforms [10]. My work on audio GANs continues
to underpin audio tokenizers [13, 5], a key component of state-of-the-art hierarchical gener-
ative audio models based on LLMs [11, 5]. While hierarchical approaches are necessary in the short
term to achieve long-term consistency for audio generation with Transformers, my work has also recently
proposed an alternative architecture [18] based on structured state space models [19]. Unlike Transformers,
the computational costs for our proposed method scale linearly with sequence length, a concrete step towards
a future of direct (non-hierarchical) modeling of audio waveforms.

Infilling with LLMs for co-creation. LLMs increasingly constitute a general purpose methodological
foundation for generative modeling of broad modalities [14] including music [20, 21, 22, 3, 5, 23]. However,
LLMs suffer from a key drawback in human-AI co-creation settings both for music and language: by default,
they generate left-to-right, taking into account past context (the prefix ) when generating the middle but
ignoring any future context (the suffix ). To support non-sequential workflows, creators would prefer models
capable of infilling, i.e., ones which can fill in gaps of information to connect a prefix and suffix. My work [7]
proposes a simple method to imbue language models with this capability based on reordering training
examples from (prefix, middle, suffix) to (prefix, suffix, middle). By mixing in reordered examples with
standard ones, my work shows that we can add the capability to infill without sacrificing performance on
standard left-to-right generation. This simple idea has had broad impact—a recent paper from OpenAI
recommends training all LLMs with my proposed method by default [8]. One empirical challenge
with this method in the domain of music is that the suffix can often be sufficiently long as to evict the prefix
from the LLM’s limited context window. To sidestep this issue, my work proposed a novel method [23]
that allows LLMs to consider some fixed portion of the suffix (as opposed to the entire suffix), enabling rich
infilling capabilities in the domain of symbolic music.

Harnessing music foundation models. My recent work leverages music foundation models for music
information retrieval (MIR) and controllable generation. The use of foundation models, models pre-trained
on large quantities of data at scale and then adapted to different tasks, increasingly constitutes a paradigm
shift in ML methodology across research areas. My work was the first to propose adopting this paradigm for
MIR research. Specifically, my work shows that Jukebox [22], a generative model of music audio pre-trained
on 1m songs, learns powerful representations useful for a variety of downstream MIR tasks such as genre
detection and emotion recognition [15]—this paper was a runner-up for best paper at ISMIR 2021 (top three
papers out of over 200 submissions). I later proposed a method for using these representations in time-varying
prediction tasks, dramatically improving the state-of-the-art for pop music transcription [16] and moving
the needle on our ability to reason about music across its dual acoustic and symbolic forms. The limited
availability of labeled data has long been a bottleneck to progress in MIR, and leveraging foundation models
represents a promising path towards broad performance improvements. In addition to music understanding,
MIR models can also be used to create paired (control, audio) data for training controllable generative
models [6]. Along this line, my student recently proposed an efficient strategy for adapting generative music
foundation models to have richer forms of control, using control data extracted by MIR models [24].
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2 Deploying real-world generative music AI systems for a broader audience

It is my belief that the intrinsic value of any new creative technology is determined not by the quantitative
performance of its underlying methods, but instead by the degree to which the technology engenders cre-
ativity in the hands of users. With this belief in mind, my work takes a holistic view beyond developing
methods and involves building and deploying generative music AI systems in the real world. Here I provide
an overview of instances where my research has directly translated into real-world impact.

Bridging the expertise divide. Musical creativity is inaccessible to most of us due to the high barrier
to entry of conventional tools, creating an expertise divide between musicians and non-musicians. My work
bridges this divide by developing generative AI that maps high-level, novice-friendly control inputs into
music. One example of this is my work on Piano Genie [1], which showed for the first time that generative
AI can map intuitive control to music in real-time, thereby allowing non-musicians a glimpse at musical
improvisation. Specifically, I proposed a novel discrete autoencoding method as a mechanism for learning to
decode novice improvisations on an eight-button miniature piano into realistic performances on a full 88-key
piano. A more recent example is my work on SingSong [6], an LLM-based system that takes singing as
input and generates corresponding audio accompaniments in broad styles. SingSong unlocks rich expressive
capabilities, allowing musicians and non-musicians alike to create music using only their voice. This system
has been incorporated into Google DeepMind’s Music AI Tools, and is currently being explored by major
recording artists in real-world creative settings (see footnote on first page).
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Figure 1: The Flaming Lips used my work to in-
vite the audience into their show. The crowd struck
beach balls to control the 8 buttons of Piano Genie,
which was also conditioned on performance context.

In addition to enabling non-musicians to create, gener-
ative AI can also facilitate collaboration between mu-
sicians and non-musicians. In 2019, a professional rock
band The Flaming Lips used Piano Genie to bring the
audience into their concert. For this event, I modified
Piano Genie to take in an additional conditioning sig-
nal: the musical context of the band’s performance
(specifically, the chords), thereby steering it to output
appropriate notes. Then, the band gave the audience
control over the eight buttons by mapping each but-
ton to a beach ball containing a remote sensor, such
that Piano Genie would play a note out of the speakers
each time a ball was struck (Figure 1).3 This con-
cert serves as concrete evidence that ML can
bridge the expertise divide in music, enabling
new interactions for a broader set of users.

Connecting music with other modalities. Music is inherently multimodal : music itself can be acoustic
or symbolic, and music can also be paired with other modalities in a cross-modal fashion. Such cross-modal
pairings can heighten our appreciation of both music and its companion modality, e.g., music can increase our
appreciation of films and vice versa. However, while cross-modal relationships may seem abstract, in reality
we have strong intuitions about them, and an unreasonable pairing may detract from the experience. My
work uses ML to model cross-modal relationships, giving rise to rich interactions. In 2017, I demonstrated
that ML can model the relationship between music and the physical movements found in rhythm-based video
games [25]. To make this work widely accessible, I built a free live service called Beat Sage which uses the
same approach to create content for the popular VR rhythm game Beat Saber.4 Beat Sage appeals to a
broad audience—it can produce interactive content for any song and accommodates players of any skill level.
Since 2020, Beat Sage has generated over four million levels, and is still used daily by thousands of users.

3Additional context about The Flaming Lips’ performance with Piano Genie: https://magenta.tensorflow.org/fruitgenie
4Beat Sage example: https://youtu.be/nDZ61cRBhzU?t=185, live service: https://beatsage.com

https://magenta.tensorflow.org/fruitgenie
https://youtu.be/nDZ61cRBhzU?t=185
https://beatsage.com


Research Statement Chris Donahue

3 Future directions

My future research will broadly explore the intersection of generative AI and creativity, with music as
a primary (but not an exclusive) focus. Additionally, my research will adapt with respect to both an
ongoing paradigm shift in ML and the emerging societal impact of generative AI. Research in generative AI
increasingly revolves around the pre-training, adaptation, and deployment of foundation models [14]. My
future work will focus on closing the gap between the raw potential of foundation models and real-world
creative needs. Within music, generative AI is just now beginning to have a substantive impact. In the past
year we have seen glimpses of extraordinary generative capabilities [2, 3, 6, 5] alongside troubling use cases
posing serious ethical questions [26]. To help ensure that generative AI has a positive impact on society, my
work will increasingly focus on responsible development and deployment of models in creative contexts.

Generalized control. Current music foundation models offer limited forms of control, hindering their
usefulness to creators. As a research community, we are currently adding individual controls to models in
a “whack-a-mole” fashion, gathering paired (control, music) data and using supervised learning to generate
music from e.g., text [3], melody [5], and singing [6]. My future work will pursue a more general paradigm
of control reminiscent of in-context learning in LLMs [27], one where creators can use prompting to control
models with a mixture of suitable modalities, e.g., “generate me a <Recording> of <Score Image> in
the style of <Another Recording> and aligned with <Vacation Video>”. Concrete progress towards this
goal is possible at academic compute scales by, for example, (1) codifying this goal into instruction tuning
datasets [28], or (2) proposing new methods to combine unimodal models into multimodal ones. This thrust
is broadly applicable beyond music, as multimodal prompting remains a nascent research direction.

Composable outputs. In addition to the input side, music foundation models also fall short of real-world
needs on the output side. A key issue is that models mostly output audio mixtures, which can be thought
of as the “compiled” version of the underlying musical “source code” (e.g., symbolic notation, individual
instrument recordings). Consequently, mixtures constitute a creative dead end as they cannot be easily
manipulated or refined. My future work will seek to improve the composability of outputs, either through
direct generation of the “source code”, or by learning to “decompile” mixtures (thereby improving MIR).
Additionally, current models suffer from poor audio fidelity and weak global consistency. My work will also
focus on increasing quality, e.g., by improving audio tokenizers and exploring new architectures that can
support long sequences, and on improving the reproducibility of evaluation for music and audio generation.

Creative co-pilots. Generative AI tools like GitHub Co-pilot have transformed the everyday workflows of
programmers, but creators have yet to see analogous benefits. My future work will seek to bring generative AI
into real-world creative workflows, including but not limited to music. This will involve collaborating with
human-computer interaction researchers to explore effective co-creation workflows across user skill levels,
optimizing not only for productivity but also for creative satisfaction. Once we have co-pilots deployed in
the real world, rich research directions emerge around the improvement and personalization of models from
human interaction data. Especially in the context of music, this will also involve systems research to enable
users to run large models on device and in real-time, addressing potential latency and privacy concerns.

Generative music AI and society. Generative AI is starting to have a real impact on music as a creative,
economic, and cultural activity. My future work will continue to focus on the development of generative
AI but also broaden to help ensure that this technology is deployed in a manner benefiting society. With
a societal lens in mind, provenance will be a particular technical focus of my future work—how do we
understand the relationship between a model’s outputs and its training data? An improved understanding
of provenance could be a critical part of the ethical and policy conversations around generative AI as a
whole. More broadly, I plan to collaborate with diverse stakeholders (e.g., musicians, cultural representatives,
educators, legal scholars, social scientists) to more effectively anticipate societal risks posed by generative
AI and identify scenarios where technical interventions can potentially improve outcomes.
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